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Abstract: Most of recent e-learning applications are predominantly based on textual and graphical metaphors to commu-

nicate the learning material in its user interfaces. Previous research demonstrated that incorporating both visual and audi-

tory sensory channels in the interaction with e-learning interfaces could enhance the usability and users’ learning perform-

ance. Also, the presence of humanoid virtual lecturers in e-learning interfaces was found to be attractive for e-learners. 

This paper describes an empirical evaluation of three different modes for the employment of speaking avatars as virtual 

pedagogical agents in a multimodal-based e-learning. This study aimed at comparing the usability aspects (efficiency, ef-

fectiveness and user satisfaction) as well as learning performance of three different e-learning platforms recruited to pre-

sent three common lessons about class diagram notation. The first platform involved talking head of facially expressive 

avatar while the second platform used a full-body animated one. However, the third tested e-learning platform was based 

on talking heads of tow facially expressive virtual lectures; male and female who shared the presentation of the learning 

material. In total, 48 users participated in the experiment to test the three platforms in a within-subject design. Results of 

the experiment showed that the inclusion of speaking virtual lecturer with full body gestures was the most efficient in 

terms of question answering time, most effective in terms of correctly answered questions, and the most satisfactory as 

opposed to the other tow investigated e-learning platforms. Experimental results also revealed that using facially expres-

sive avatars either singularly or coupled with female one scored similar levels of usability and learning performance. 

Keywords: Usability, Avatars, E-learning, multimodal interaction. 

INTRODUCTION 

 E-learning is a general term that is used to describe the 
learning process in which information and communication 
technology could be utilized [1, 2]. Recently, most of the  e-
learning interfaces are largely dependent on text and graph-
ics as a mean of information delivery means. Making use of 
multimodal interaction metaphors such as speech, sounds 
and avatars with facial expressions and body gestures is still 
limited and need to be investigated further. The experimental 
study described in this paper is one of the main experiments 
in a research program that aimed at exploring the usability 
aspects of multimodal e-learning systems. Previous experi-
ment [3, 4] in this research showed that the inclusion of ava-
tar, earcons and recorded speech could be beneficial in e-
learning interfaces. However, it highlighted the need for fur-
ther research to explore the contributing role of each of these 
metaphors. This experiment examined the role of avatar’s 
facial expressions and body gestures in an interactive e-
learning interfaces. More specifically, the aim of this ex-
periment was to obtain an overall feedback from users in 
regards to their evaluation of each facial expression and body 
gesture when being used in e-learning interface in both the 
presence and absence of interactive context. It aimed also at 
specifying which facial expressions and body gestures are  
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more desirable to the users. Moreover, the experiment aimed 
at testing the usability aspects and users’ learning perform-
ance of e-learning interfaces that use avatars as virtual  lec-
turers. In other words, this experiment aimed to explore if 
there are significant differences among the three applied e-
learning platforms in terms of usability and learning per-
formance as well as to identify the most preferred way for 
presentation of learning information among the three presen-
tation ways implemented in the three experimental plat-
forms: Virtual Lecturer with Facial Expressions Platform 
(VLFEP), Virtual Lecturer with Body Gestures Platform 
(VLBGP) and Tow Virtual Lecturers with Facial Expres-
sions Platform (TVLFEP). The following sections present an 
overview of the relevant work in e-learning and multimodal 
interaction, the experimental e-learning platforms, the ex-
perimental design and methodology, analysis and discussion 
of the results. It also provides conclusion and directions for 
future work. 

E-LEARNING 

 The accelerated developments in computer networks and 
machines resulted in facilitating easier and faster access to a 
huge amount of educational content. Therefore, research in 
the field of e-learning as well as the technologies employed 
in the development of e-learning applications has been in-
creased. Scheduled and on-demand delivery platforms are 
examples of the technology used in e-learning [5]. Scheduled 
delivery platforms such as video broadcasting, remote librar-
ies, and virtual classrooms imitate real learning environ-
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ments but with time and place limitations. This technology 
has been enhanced by the on-demand delivery platforms that 
facilitate anytime and anywhere learning in the forms of in-
teractive training CD ROMs and web-based training. The 
Internet technology could be beneficial for the learning proc-
ess in terms of handling the learning content and monitoring 
students’ progress [6]. It is expected that there will be about 
five million online learners within the next ten years [7]. In 
comparison with traditional learning, e-learning offers more 
flexible learning in terms of time and location and allows 
better adaptation to individual needs [6]. E-learning also 
enables online collaborative learning over the Internet [8] 
and could be used to suit a variety of pedagogical teaching 
approaches [9]. Additionally, e-learning could increase 
learners’ motivation and interest about the presented material 
[10]. Nevertheless, technology needed in e-learning is not 
always accessible [11]. Furthermore, it was found that stu-
dents felt uncomfortable with computer-based learning and 
missed traditional face-to-face interaction with teacher. 
Therefore, users’ accessibility and their attitude in regard to 
e-learning should be enhanced [12]. 

 Pedagogically, it is not always true that every e-learning 
virtual environment provide high-quality learning and so, 
fundamental pedagogical principles must be applied to in-
sure successful e-learning solutions [13]. According to Go-
vindasamy [13], development and evaluation of e-learning 
involves learner and task analysis, defining instructional ob-
jectives and strategies, testing the environment with users 
and producing the initial version of the e-learning tool. Also, 
e-learning interfaces should be designed to support users’ 
individual differences and enable them to learn independ-
ently [14].  

MULTIMODAL INTERACTION 

 Multimodal interaction is a human computer interaction 
in which more than one human senses is involved. It could 
be utilised to enhance the usability of user interfaces. Multi-
modality allows conveying different information using dif-
ferent channels [15]. Also, it enables users to employ the 
most suitable communication metaphor to their abilities [16]. 
So, learning experience could be enhanced by the assistance 
of Information and Communication Technology (ICT) where 
visual, aural, haptic and other channels could be integrated in 
a multimodal approach to perceive and learn the communi-
cated disciplines.  

 Sound and visual output are complement to each other 
and variety of information could be distributed across both. 
However, sound is more flexible as it can be heard without 
paying visual attention to the output device. Speech sounds 
could be used to communicate the current state of the system 
through auditory feedback [17]. It also could help users with 
visual disability [18]. Speech sounds could be categorized 
into natural speech and synthesized speech. In comparison 
with the synthesized speech which is created by speech syn-
thesizers, natural speech was found to be more understand-
able [19]. A study performed by Ciuffreda and Rigas [20] 
showed that speech sounds could contribute with other mul-
timodal interaction metaphors such as graphics and non-
speech sounds in improving the usability of search engines 
interfaces in terms of learnability and memorability of users 

as well as reducing their errors and the time they spent in 
completing the required searching tasks. It was found that 
the incorporation of recorded speech and short musical 
sounds (earcons) helped users to perform different learning 
tasks more successfully [21].  

Avatars 

 Avatar is another interface component through which 
both auditory and visual human senses could be involved. It 
is a computer-based character that could be utilized to repre-
sent human-like or cartoon-like characters [22]. It has been 
used in interactive computer interfaces to communicate ver-
bal and non-verbal information through facial expressions 
and body gestures [23]. Facial expressions show human 
emotions, feelings, and linguistic information by different 
modalities such as lip synchronization, eye gazing and blink-
ing [24] however, body movements are usually used in eve-
ryday life to confirm our speech. According to Gazepidis and 
Rigas [25], the most popular facial expressions are happy, 
interested, amazed, and positive surprised. It was found that 
users’ satisfaction and their ability to understand and re-
member the provided knowledge has been enhanced by the 
incorporation of speaking avatar with facial expressions [26]. 
Also, facially expressive avatars were used to improve users’ 
involvement and enjoyment in instant messaging applica-
tions [27]. Several studies have been carried out to evaluate 
the role of avatar as a pedagogical agent in e-learning. Re-
sults of these studies showed the positive contribution of 
avatars in terms of facilitating the learning process [28-30]. 
Furthermore, avatars could be employed in e-learning envi-
ronments to enhance users’ attitude towards online courses 
[31]. Fabri et al. [32] suggested that facially expressive ava-
tars could be used to teach users with special needs (i.e. 
autism). A study conducted by Theonas et al. [10] demon-
strated that the use of facial expressions particularly the 
smiling resulted in a more interesting and motivating learn-
ing experience and improved students’ learning performance.  

EXPERIMENTAL E-LEARNING PLATFORMS 

 Three different e-learning platforms were built from 
scratch to serve as a basis for this empirical study. In addi-
tion to textual brief notes and graphics, these platforms has 
been designed to utilize speaking avatars as virtual lecturers 
with human-like facial expressions and body gestures as well 
as natural recorded speech with prosody in order to offer an 
audio-visual presentation of the learning material. This pres-
entation was provided in three forms: avatar with facial ex-
pressions and recorded speech, avatar with full body gestures 
(and facial expressions) and recorded speech, and tow ava-
tars with facial expressions and recorded speech. It is be-
lieved that using avatar in this manner imitates to a large 
extent the face-to-face interaction that typically takes place 
between the lecturer and the learners in classrooms. Three 
different lessons about class diagram notation were commu-
nicated to the participants using the aforementioned presen-
tation modes. The first lesson presents general concepts 
about classes and objects and the difference between both. In 
the second lesson, guidelines and rules in relation to class 
naming and drawing are provided. Lastly, the third lesson 
explains what is meant by association and multiplicity and 
how these concepts are implemented in class diagrams. The 
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content of these lessons were adapted from [33] and its dura-
tion was 3.24, 3.28 and 5.9 minutes respectively. Although 
the presentation of these lessons varied across the three plat-
forms, the content and the format was the same. 

Virtual Lecturer with Facial Expressions Platform 
(VLFEP) 

 This platform, as can be seen in Fig. (1) utilized an ex-
pressive avatar with facial expressions as virtual lecturer. 
The interface provided command buttons to enable selecting 
the lesson to be presented. It also provided two separate 
components for the presentation process; the speaking ex-
pressive avatar on the right-hand side of the interface and the 
PowerPoint presentation show on the left-hand side. When 
user clicks the button of a given lesson, this button is high-
lighted with the red colour to indicate the current lesson, and 
the virtual lecturer starts presenting the lesson supported by 
the textual brief notes and graphical illustrations displayed in 
the PowerPoint slides simultaneously. The interface also 
offered the pause/play functionalities which enable the user 
to control his/her learning at any point of time. Upon com-
pletion of each lesson, user can ask two questions related to 
the delivered material in that lesson. When clicking the ask 
question button, the first question displayed textually below 
that button and user had to click the get answer button in 
order to obtain the answer which at that moment provided by 
the speaking virtual lecturer with relative textual and graphi-
cal explanations. The same procedure was followed in ask-
ing and answering the second question. In order to ensure 
consistency and to confirm controlling the experiment, the 
questions of each lesson were the same for all users. Fur-
thermore, this platform provided text box in the bottom part 
of its interface to inform the user which lesson is currently 
presented. 

Virtual Lecturer with Body Gestures Platform (VLBGP) 

 This platform employed speaking and expressive avatar 
with full body gestures to virtually lecture the experimental 
learning lessons. Contrary to the VLFEP, both the body-
animated virtual lecturer and the PowerPoint presentation of 

the learning content were combined in the same scene and 
shown in one component placed in the middle part of the 
interface. This approach is considered as the most relevant to 
the real class-based learning situation because the virtual 
lecturer was designed to simulate the same body movements 
usually performed by the human lecturer in the classroom. 
Similarly to the VLFEP, interface features for lesson selec-
tion, pause/play, asking and answering questions and current 
lesson highlighting were provided by the interface of 
VLBGP. Also, the same procedure for lesson presentation, 
asking and answering questions were followed. A screenshot 
of VLBGP is shown in Fig. (2). 

 

 

 

 

 

 

 

 

 

 

 
Fig. (2). An example screenshot of the virtual lecturer with full 

body gestures platform (VLBGP). 

 

Tow Virtual Lecturers with Facial Expressions Platform 
(TVLFEP) 

 As shown in Fig. (3), the aspect that differentiates this 
platform from the VLFE and VLBG is that its interfaces in-
volved male and female facially expressive virtual lecturers 
were both of them shared the presentation of each lesson 
supported by the PowerPoint show placed in the middle part 
of the interface. The learning content of the three lessons 
were equally distributed among both lecturers. Additionally, 
the interface of TVLFE included two more avatars to repre-
sent male and female students. In contrast with the VLFE 
and VLBG platforms, the role of the latter tow avatars was to 
ask the tow questions related to each lesson vocally. The first 
question was spoken by the female virtual student by click-
ing the ask question button placed directly below her. This 
question concerned the learning content communicated by 
the male lecturer. Therefore, the answer in this case was pro-
vided by the male virtual lecturer when clicking the get an-
swer button placed next to the ask question button. However, 
the second question was asked by the male student and re-
lated to the lesson part that has been presented by the female 
lecturer hence; she provides the answer in this case. So, two 
additional ask question/get answer buttons were provided in 
the interface and placed below the male virtual student. The 
remaining interface features were similar to those provided 
by the VLFEP and VLBGP platforms. 

 Fig. (4) shows examples of the facial expressions and 
body gestures used in the experiment. Six common facial 

 

 

 

 

 

 

 

 

 

Fig. (1). An example screenshot of the virtual lecturer with facial 

expressions platform (VLFEP). 
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expressions were used in both VLFEP and TVLFEP, and 
another 10 body gestures were used in the VLBGP platform. 
These expressions and gestures are typically used in our eve-
ryday life. The facial expressions were classified into two 
groups; positive and neutral [34] while the body gestures 
were categorized into positive, neutral, and negative [35]. 
This categorization of expressions and gestures is shown in 
Table 1. 

Table 1. The used Facial Expressions and Body Gestures 

Classified According to [34] and [35] Respectively 

Positive Interested, Amazed, Happy, Smiling Facial expres-

sion 
Neutral Neutral, Thinking 

Positive Hands Clenching-front, Hands Clench-

ing-back, Open Palms, Pointing, Chin 

Stroking, Hands Steepling and Walk-

ing 

Negative Arms Folded and Legs Crossed 

Body gestures 

Neutral Neutral 

EXPERIMENTAL DESIGN AND METHODOLOGY 

 The within-subjects design methodology was followed in 
carrying out this experimental investigation. This experimen-
tal design guarantees the participation of each user in testing 
all the systems being evaluated; therefore, it brings down the 

effect of any other external factors that might influence user 
performance from one treatment to another. It also requires 
less number of participants [36]. Therefore, one group of 
users was involved to test the three experimental e-learning 
platforms: VLFEP, VLBGP, and TVLFEP. A total of 48 
users have taken part in the experiment in an individual ba-
sis. The participation of this number of users can provide 
satisfying results in terms of system usability [37]. 

Hypothesis 

 Based on the assumption that the inclusion of animated 
human-like virtual lecturers with facial expressions, body 
gestures and natural speech would affect the usability and 
learning performance in e-learning interfaces, the main hy-
pothesis stated that there experimental platforms will differ 
in terms of efficiency, effectiveness and user satisfaction. 

Variables 

 Three types of variables were considered in this experi-
ment which were: independent, dependant, and controlled 
variables. The independent variables are the manipulated 
factors therefore, the presentation mode which had three 
conditions represented by the experimental platforms. The 
dependant variables are the obtained results due to the ex-
perimental manipulation including task completion time, 
tasks successfully completed and the satisfaction of users. 
The controlled variables are the external factors associated 
with the procedure of the experiment. These variables were 
kept consistent to avoid its influence on the dependant vari-

 

 

 

 

 

 

 

 

Fig. (3). An example screenshot of the two virtual lecturers with facial expressions platform (TVLFEP). 

 

 

 

 

 

 

Fig. (4). Facial expressions and body gestures used in the experimental e-learning platforms. 
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ables and to insure that the independent variables are the 
only cause of the experimental results. Therefore, all users 
performed the same tasks and none of them were aware of 
these tasks. Also, the same procedure was followed during 
the execution of the experiment including measurement tools 
and used equipments. 

Users 

 A total of 48 users participated in the experiment in an 
individual basis. All of them were volunteers and first-time 
users of the tested platforms. They were selected to be inex-
perienced in class diagram notation; the learning material 
used in this study. Involving expert users in this regard 
would bias the experimental results because most probably 
they will rely on their previous knowledge in answering the 
required questions and consequently the effect of the tested 
experimental e-learning platforms on the users’ performance 
will be avoided. The majority of users were male (73%), 
postgraduate students (83%) coming from a scientific back-
ground (82%) and 92% of them were 25-44 years old. Also, 
they were considered as experts as 81% of them use Com-
puter and Internet more than 10 hours a week. Moreover, 
85% of the participants inexperienced in class diagram nota-
tion. In regards to e-learning applications, about 62% were 
found expert, 83% out of them expressed their missing of 
face-to-face interaction with the lecturer. Most likely, this 
experience would enable the users to provide precise feed-
back based on comparing the tested platforms with other e-
learning systems. 

Procedure and Tasks 

 The experiment was clearly explained to each user and 
started by filling the pre-experimental questionnaire for user 
profiling. Thereafter, a 2-minute video recording was pre-
sented demonstrating the experimental platforms. Once this 
recording had finished, the three lessons about class diagram 
notation were introduced in an interactive learning context. 
Due to dependency of lessons on each other, the order of 
these lessons was constant for all users but each experimen-
tal platform had to be used for the presentation of only one 
lesson at a time. In order to control the learning effect and to 
make sure that all experimental platforms had been equally 
used for the presentation of each lesson, these platforms 
were assigned to the three lessons on a systematic random 
rotation basis. Upon completion of each lesson, user has 
been asked to answer 4 evaluation questions related to the 
delivered learning material. These questions were divided 
equally into recall and recognition. In order to answer the 
first type of questions, user had to recall part of the presented 
learning content, however the recognition questions offered 
multiple choice alternative answers and user had to recog-
nize the correct one among them. In total, each user an-
swered 12 questions; half of which recall and the other half 
recognition. Furthermore, user had to respond to the satisfac-
tion questionnaire composed of 18 statements. The first 10 
statements were based on the SUS; System Usability Scale 
[38] to measure users’ attitude towards different aspects of 
the applied platform whereas the remaining statements had 
been added to obtain users’ feedback about their learning 
experience with each of the three experimental platforms. 

Finally, the post-experimental questionnaire asked the users 
to evaluate the usefulness of the implemented multimodal 
features as well as to identify the most preferred experimen-
tal platform. 

RESULTS AND ANALYSIS 

 Results of the experiment were analysed in terms of effi-
ciency (time spent in answering the required questions), ef-
fectiveness (accuracy of users’ answers), user satisfaction 
and the obtained feedback from the post-experimental ques-
tionnaire. Based on the random rotation of the three plat-
forms over the three lessons, each platform has been used 16 
times in the presentation of each lesson. Therefore, the total 
number of observations for time and correctness of answers 
was 192 each; 96 for recall and 96 for recognition. For statis-
tical analysis, the repeated-measures ANOVA were used at 
alpha .05 to test the existence of significant differences 
among the three applied platforms with respect to each of the 
aforementioned parameters. Also, follow-up comparisons 
were carried out using post-hoc Bonferroni test to find out 
which presentation modes differed from each other.  

Efficiency 

 Efficiency of each experimental platform was measured 
by the time users consumed to answer the questions related 
to the learning material when it has been presented by that 
platform. This measure was considered for all questions in 
total and according to the question type; recall and recogni-
tion. The total time taken to answer all questions was 
3100.40 seconds in VLBGP compared to 3882.02 in VLFEP 
and 4229.97 in TVLFEP. Fig. (5) shows the mean (M) an-
swering time in each condition for all questions as well as 
for each question type (recall and recognition). It can be seen 
from Fig. (5A) that the VLBGP was the most efficient; M = 
16.18 (standard deviation SD = 10.07) followed by the 
TVLFEP (M = 20.22, SD = 13.90) and the VLFEP (M = 
22.03, SD = 13.23) which found the least efficient platform. 
On the whole, the ANOVA results demonstrated that there 
was a significant effect of the presentation mode on the time 
spent by users’ to answer (F(2, 382) = 12.15, p<.05). The 
pairwise comparisons revealed that the answering time in 
VLBGP was significantly lower than both the VLFEP 
(p=.000) and the TVLFEP (p=.002).  

 

 

 

 

 

 

 

Fig. (5). Mean answering time for all question (A) and grouped by 

question type (B) in each of the experimental platforms. 

 
 Fig. (5B) shows a break down of the time results by 
question type. In recall questions, the least time was spent 
when the learning lessons have been delivered by the virtual 
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lecturer with full body animation (M = 18.34, SD = 10.71) 
followed by TVLFEP (M = 24.32, SD = 15.68) and VLFEP 
(M = 26.85, SD = 14.72) respectively. According to 
ANOVA, the time for answering recall questions was sig-
nificantly affected by the presentation mode (F(2, 190) = 
9.05, p<.05). The parwise comparisons revealed significant 
declines in answering time from the TVLFEP to VLBGP 
(p=.006) and from VLFEP to VLBGP (p=.000). Comparing 
VLFEP and TVLFEP, no significant difference was found 
(p=.821). 

 Similar to results of recall questions, the VLBGP scored 
the lowest time for answering the recognition questions (M = 
13.96, SD = 8.91) and longer times were observed when 
facially expressive talking head has been incorporated either 
by a single virtual lecturer in VLFEP (M = 17.21, SD = 9.41) 
or by tow ones in TVLFEP (M = 16.12, SD = 10.41). How-
ever, no significant difference across the three conditions 
was reached for recognition questions (F(2, 190) = 2.94, 
p>.05). 

Effectiveness 

 The measure of effectiveness of the three experimental 
platforms has been specified according to the number of cor-
rect users’ answers obtained when each of these platforms 
has delivered the learning material. Fig. (6) shows the per-
centage of correctly answered questions in each condition for 
all questions as well as for each question type (recall and 
recognition). Using the VLBGP, users achieved 80% effec-
tiveness rate (M = 3.19, SD = 0.84) compared to 63% (M = 
2.50, SD = 1.15) using the TVLFEP and 61% (M = 2.46, SD 
= 1.01) using the VLFEP (see Fig. 6A). The ANOVA 
showed significant difference in users’ performance among 
the three experimental conditions (F(2, 94) = 12.22, p<.05) 
indicating that the presentation mode significantly affected 
users’ ability to answer the required questions successfully. 
More specifically, results of the multiple comparisons re-
vealed that the use of single virtual lecturer with body ges-
ture; VLBGP, performed significantly better than the use of 
tow facially expressive virtual lecturers; TVLFEP (p=.000). 
The VLBGP condition also outperformed the use of single 
facially expressive virtual lecturer, VLFEP (p=.000). The 
difference between the VLFEP and the TVLFEP was not 
significant (p=1.000). 

 In recall questions, Fig. (6B) demonstrates that users’ 
performance was better when using the VLBGP compared to 

the other tow platforms. Using the VLBGP, the total number 
of correct answers to recall questions was 75 out of 96 giv-
ing 78% performance rate (M = 1.56, SD = 0.54) whereas a 
smaller number of correct answers to the same type of ques-
tions was observed when using VLFEP, where users cor-
rectly answered 50 recall questions, slightly higher than the 
half; 52% (M = 1.04, SD = 0.71). When tow virtual lecturers 
shared the delivery of the lessons, users’ performance 
dropped further and only 50% of the recall questions have 
been correctly answered (M = 1.00, SD = 0.74). Based on 
ANOVA calculations, users performed significantly differ-
ently across the tested platforms (F(2, 94) = 13.61, p<.05). 
When each pair of the experimental conditions has been 
compared, the use of VLBGP was significantly more effec-
tive the use of other presentation modes; VLFEP (p=.000) 
and TVLFEP (p=.000). However, no significant difference 
was found between the latter tow conditions (p=1.000). 

 Although users’ performance was better in the recogni-
tion questions (see Fig. 6B), the tested platforms did not dif-
fer significantly in terms of the correctness of users’ answers 
to this type of questions (F(2, 94) = 1.48, p>.05). Neverthe-
less, the VLBGP scored the highest percentage of users’ cor-
rect answers 81% (M = 1.62, SD = 0.57) as opposed to the 
TVLFEP 75% (M = 1.50, SD = 0.65) and the VLFEP 71% 
(M = 1.42, SD = 0.71). 

User Satisfaction 

 The SUS questionnaire has been used to measure the 

satisfaction of users after they have had the opportunity to 

use each of the experimental platforms being assessed. Also, 

users were required to respond to additional eight statements 

related to the interface components and learning experience. 

Each of the 18 statement was based on a 5-point Likert scale 

where 1 represented strongly disagreement and 5 represented 

strongly agreement. For the analysis of results, the SUS scor-

ing method has been used for the first ten statements, 

whereas the mode and median were calculated for the re-

maining statements. Findings showed that the VLBGP 

scored the highest SUS satisfaction score (M = 85.05, SD = 

12.03) compared to TVLFEP (M = 79.45, SD = 11.84) and 

VLFEP (M = 77.97, SD = 12.10). The ANOVA showed an 

overall significance in terms of the differences in users’ atti-

tude towards the three presentation modes (F(2, 94) = 8.95, 

p<.05). The results of follow up pairwise comparisons found 

the VLBGP significantly more satisfactory than TVLFE 

 

 

 

 

 

 

Fig. (6). Percentage of correct answers for all question (A) and grouped by question type (B) in each of the experimental. 
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(p=.010) and VLFEP (p=.001). However, users’ satisfaction 

did not differ significantly between VLFEP and TVLFEP 

(p=1.000).  

 The mode and median scores for each of the SUS state-
ments are shown in Fig. (7). In regards to the first statement 
(S1), the same value 4 was noted for both mode and median 
in the three platforms indicating that users agreed in using 
the experimental platforms frequently. The second statement 
asked users whether they found the system unnecessarily 
complex. Users expressed their disagreement in VLFEP with 
mode noted 2, whereas they strongly disagreed in both 
VLBGP and TVLFEP with one point lower mode value, 
however the median values was tow in both VLFEP and 
TVLFEP compared to one in VLBGP. Wherever the facially 
expressive virtual lecturers have been used, similar agree-
ment ratings 4 were observed for the ease of use (S3) in both 
VLFEP and TVLFEP whilst strongly agreement was found 
when VLBGP was used. Consistently, the mode values for 
the fourth statement; I think that I would need the support of 
technical person to be able to use this system, were 1 on all 
platforms reporting strongly disagreement among users. The 
median value was 1 in VLGBP as opposed to 2 in the other 
tow platforms. The results of the statements S5, S6 and S7 
were similar where users equally agreed that they found the 
various functions in all the experimental platforms as well 
integrated and that these platforms could be learnt quickly. 
Also, users equally disagreed that the tested platforms had 
too much inconsistency (S6). In regards to S8; I found the 
system very cumbersome to use, the level of users’ disagree-
ment was stronger in both VLBGP and TVLFEP in compari-
son with the VLFEP. When virtual lecturer has been applied 
with full body gestures, users felt higher degree of confi-
dence (S9) with mode and median values 5 and 4.5 respec-
tively. However, this confidence was slightly lower when 
facially expressive virtual lecturer has been used in VLFEP 
and TVLFEP with mode and median values 4. According to 
users responses to S10; I need to learn a lot of things before 
I could get going with the system, users expressed stronger 
disagreement in both VLBGP and TVLFEP in comparison 
with VLFEP. 

 In addition to the SUS statements, the statements S11 to 

S18 were included to obtain users views about their learning 
experience and interface components as well as the incorpo-
rated multimodal features. More specifically, these state-
ments investigated users’ excitement and interest about the 

presented lesson (S11), whether the asking and answering 

feature helped to improve their understanding of the pre-
sented material (S12), and their level of control over learning 
(S13). Also, the statements S14 – S16 asked users to rate the 
role of virtual lecturer’s facial expressions (or body gestures) 

in terms of increasing their attention and enjoyment (S14), 
encouraging them to keep in e-learning with virtual lecturers 
(S15), and easing the process of following up and under-
standing the presented lessons. The last tow statements 

aimed to evaluate, in overall, users’ satisfaction (S17) and 
their learning experience with the applied interface (S18). 
Users’ responses to the additional eight statements are shown 
in Fig. (8). The same level of users’ ratings for all these 

statements could be observed in VLFEP and TVLFEP with 
mode and median valued four. In this regard, the users ex-
pressed their agreement, although they believe that the inclu-
sion of one or tow virtual lecturers with facial expressions in 

e-learning interfaces does not make any differences regard-
ing the examined features. When the virtual lecturer with full 
body animations has been experienced, users showed a 
stronger agreement with respect to most of the added state-

ments where the mode and median ratings were 5 for state-
ments S11 and S12 however the most occurring value and 
median score were 5 and 4.5 respectively for S14 and S16 - 
S18. Using the VLBGP, the users felt more excited and in-

terested about the presented lessons, and the way asking and 
answering questions simulated in this platform enhanced 
their understanding further. Additionally, the full-body ani-
mation of the virtual lecturer’s body was more enjoyable for 

users and encouraged them to pay more attention to the in-
troduced information. Also, it was easier for users’ to com-
prehend this information when presented by the VLBGP. 
The results of statements S13 and S15 found similar for the 

three conditions. On overall, users were more satisfied and 
gained more enriching learning experience with the imple-
mentation of VLBGP presentation mode. 

Post-Experimental Users’ Feedback 

 At the end of the experiment, users were required to rate 

the usefulness of each of the multimodal metaphors used in 

the experimental e-learning platforms on a 5-point Likert 

scale with 1, the value of least useful and 5, the value of 

most useful. Also, they had to indicate one of these platforms 

they mostly preferred.  

 

 

 

 

 

 

Fig. (7). A comparison of users’ rating for the SUS questionnaire statements across the experimental platforms. 
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Fig. (9) shows how useful users found each of the multi-
modal features implemented in the experiment. According to 
users’ views, incorporating tow virtual lecturers with facial 
expressions was found to be more impressive than the use of 
only one virtual lecturer with facial expressions as the ob-
served most useful rate was VLFEP about 6% and TVLFEP 
25%. In comparison, employing body gestures by the virtual 
lecturer found the most useful for users where slightly more 
than half of them consider their learning to be substantially 
assisted by this mode of presentation. In addition to the 
speech output, the textual brief notes and graphical illustra-
tions displayed in the PowerPoint presentation part have 
been used in the same manner in the three platforms and 
seem to contribute beneficially in users’ learning as both 
modalities attained 60% most usefulness rate. According to 
users’ feedback, the most preferred e-learning platform was 
the VLBGP obtaining 79% preference rate among users. 
This percentage dropped dramatically to 19% for TVLFEP 
and 2% for VLFEP.  

DISCUSSION 

 The experimental study reported in this paper investi-
gated three different modes of employing avatars as virtual 
lecturers in the presentation of the learning material. 
Namely, these modes were virtual lecturer with facial ex-
pressions platform (VLFEP), virtual lecturer with full body 

gestures platform (VLBGP), and tow virtual lecturers with 
facial expressions platform (TVLFEP). The empirically ob-
tained results have been used to compare the three ways of 
presentation in terms of efficiency, effectiveness and user 
satisfaction. 

 The difference among the three experimental platforms 
with respect to each of this usability parameter has been pre-
dicted in the main hypothesis. In answering the required 
evaluation questions, the participants of the experiment spent 
different times using different presentation modes offered by 
the experimental interfaces. Also, the number of correctly 
answered questions and the satisfaction of users were dif-
fered across the three conditions. This difference was found 
to be significant by ANOVA calculations. As a result of 
multiple comparisons among the three platforms, the 
VLBGP was found to be the most efficient and most effec-
tive as well as the most satisfactory presentation mode. The 
way used in VLBGP platform to present the learning mate-
rial enabled the users to be engaged in learning environment 
similar to the real lecturer-to-learner human interaction take 
place in the traditional class rooms. In addition, users were 
more attracted, excited and interested about the presentation 
(refer to (Fig. 8) S11, S14, S16 and S18). Furthermore, pre-
senting the learning material in the background of the virtual 
lecturer within the same interface component helped the us-
ers to watch both at the same time reducing their visual over-

 

 

 

 

 

 

 
Fig. (8). A comparison of users’ rating for the additional statements in the satisfaction questionnaire across the experimental platforms. 

 

 

 

 

 

 

 

 

 

 

Fig. (9). Users’ ratings for the usefulness of the multimodal metaphors used in the experimental platforms. 
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load compared to VLFEP and TVLFEP. Hearing the audi-
tory spoken explanations concurrently with watching the 
learning material could help in understanding the presented 
information. Therefore, users were more attentive and better 
concentrated to what is being presented and spoken. Also, 
they kept involved in cognitive processing of the delivered 
learning information and got better understanding of it (Fig. 
8 S12 and S16). This situation enabled the users to preserve 
the communicated information and accordingly, the time 
they spent in responding to the required questions was sig-
nificantly shortened in comparison with using facially ex-
pressive talking head of the virtual lecturer either in VLFEP 
or TVLFEP. Additionally, the VLBGP significantly outper-
formed the other tow experimental conditions in terms of the 
correctly answered questions and user satisfaction. Moreo-
ver, the experimental results demonstrated how users rated 
the VLBGP to be the most useful and preferred interface. 

 The comparison between the VLFEP and the TVLFEP 
platforms revealed that the usability levels in terms of the 
three parameters (efficiency, effectiveness and user satisfac-
tion) was equivalent and no significant differences have been 
noted at all. Even though, the use of tow facially expressive 
virtual lecturers performed better than utilising only one, and 
its usefulness was rated higher. During the experiment, it 
was observed that users’ concentration has been spread out 
with the use of TVLFEP platform. It seems that the existence 
of tow facially expressive virtual lecturers and additional tow 
virtual students in different interface components (refer to 
Figure 3) distracted the users away from the delivered in-
formation and split their attention as mentioned by some of 
the users in the post experimental short interview. However, 
incorporating the talking head of a single virtual lecturer 
with facial expressions in an interface component different 
from that used to present the textual notes and graphics did 
not attract the users as much as the VLBGP and this was 
evidenced by the results shown in Figure 8 (S11 - S12, S14, 
S16 and S18) where users judged both VLFEP and TVLFEP 
equally in terms of learning experience. 

 With respect to the question type (recall and recognition), 
the efficiency and effectiveness of the three experimental 
platforms was varied. There was a difference across the three 
conditions in the time users spent in answering both recall 
and recognition questions. Similar difference was also no-
ticed in the number of correct answers to both types of ques-
tions. As expected in H7, these differences were found to be 
significant for the recall questions only however not for the 
recognition ones. On overall, it was observed that the users 
consumed less time in answering the recognition question 
than the time they needed in responding to the other type of 
questions. In recall questions, users may have taken more 
time in trying to retrieve the required information to answer, 
whereas in the recognition tasks, users were required to se-
lect the answer among the provided set of options which may 
contribute in shortening the time they needed to answer. 
Also, the percentage of correctly answered recognition ques-
tions was noted larger in comparison with the recall ques-
tions. In recognition tasks, users had to successfully select 
the correct answer from the given alternatives and this could 
be done by chance which make it easier for them to answer. 
On the other hand, the recall question are more difficult to be 

correctly answered because no options are provided and us-
ers had to rely only on their memory to retrieve the correct 
answer which is far to occur due to chance.  

 Nevertheless, the statistical calculations showed signifi-
cant difference across the three experimental conditions in 
the recall questions results in favour of the VLBGP either in 
terms of answering time or correctness of answers. However, 
no significant difference has been revealed in the recognition 
questions results regarding both measures; time and correct-
ness. These results demonstrated the obvious effect of in-
cluding the virtual lecturer with body animations, as applied 
in the VLBGP, on users’ performance in responding to the 
recall activities faster with higher accuracy. At the same 
time, this effect did not expand to users’ performance in the 
recognition questions. Comparing the results of both VLFEP 
and TVLFEP, no significant difference has been achieved in 
both types of questions indicating equal effect of including 
one or tow facially expressive virtual lecturers either on us-
ers’ efficiency or users’ effectiveness. 

 Users’ attitude towards each of the three experimental 
platforms was found significantly different confirming what 
has been hypothesized. In accordance with the post-hoc sta-
tistical tests applied on the SUS satisfaction questionnaire, 
the VLBGP interface was significantly more satisfactory to 
users comparable to the VLFEP and the TVLFEP interfaces. 
Also, the satisfaction results shown in Figure 8 offered addi-
tional support to the main hypothesis. It should be remem-
bered that the design of this experiment involved recruiting 
one group of users to evaluate all the experimental condi-
tions. In other words, each user had the opportunity to inter-
act with each of the tested experimental platform. Users were 
pleased and satisfied in regards to different aspects of the 
VLBGP interface as well as to the learning experience they 
gained using this interface. When talking head of facially 
expressive virtual lecturer has been used, users expressed 
similar levels of satisfaction with both interfaces; VLFEP 
and TVLFEP.  

CONCLUSION 

 This paper documented an experimental work conducted 
to investigate the usability aspects of e-learning interfaces 
that employed avatars as virtual lecturers through three def-
erent e-learning interfaces in the presentation of learning 
information. The first interface incorporated a talking head 
of single facially expressive avatar while the second inter-
faces made use of a full body animated avatar. In the third 
interface, the talking head of tow facially expressive avatars; 
male and female, were included. The assessed usability 
measures included efficiency (in terms of task completion 
time), effectiveness (in terms of tasks correctly completed) 
and user satisfaction. 

 The obtained results provided empirical evidence that 
using full body animation of speaking virtual lecturer com-
bined with the learning material in the same interface con-
stituent is more efficient, more effective and more satisfac-
tory as opposed to the other tow investigated e-learning in-
terfaces. Using the talking head of facially expressive avatar 
as virtual lecturer was shown to be as efficient, effective and 
satisfactory as the use of tow talking heads of virtual lectur-
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ers. Also, the multimodal audio-visual presentation of the 
learning material as applied in the VLBGP experimental 
interface, contributed particularly in memory recall activities 
much more than the recognition ones. However, the obtained 
results invoked questions such as: Does the addition of ac-
companying auditory technology such earcons and auditory 
icons to the VLBGP interface could contribute in enforcing 
the influence of avatars body gestures and strengthen it to 
comprehend both recall and recognition learning activities? 
Does it make deference if additional full body animated fe-
male virtual lecturer included in the interface of VLBGP? 
Therefore, the next experimental work will be designed to 
answer these tow research questions. It is believed that the 
results of this research program will help in producing a set 
of empirically derived guidelines for the design of multi-
modal e-learning interfaces.  
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